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### Abstract

Customers are sometimes overwhelmed and make poor decisions due to the rapid growth and variety of online information and e-commerce products. Improving the precision and variety of these methods to meet user needs remains a formidable obstacle. To mitigate the above challenges in this research, a novel weighted recommendation system is created for better consumer decisions using Collaborative Filtering (CF). Initially, an equation is derived to calculate the weight of both the product and review, and then an equation is derived to calculate the similarity between the consumer’s review. Multi-nomial Naïve Bayes (MNB), Multi-Layer Perceptron (MLP), and Logistic Regression (LR) are used as ensemble models for product recommendation. The proposed model is trained and tested using an open-source dataset that is available on the website of Kaggle. Numerical analysis of the proposed model shows that it performed better than other conventional methods in terms of accuracy (0.952), precision (0.908), recall (0.897), F-measure (0.941), and error rate (0.087).
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# Introduction

Information affecting online business is advancing Information affecting online business is advancing at a dizzying rate because of the arrival of the age of big data. For instance, Amazon receives an average of 900 million customers every day. Users of e-commerce platforms are now confronted with the issue of information explosion. The problems caused by an unnecessary amount of information are addressed by a recommendation system, which can determine the requirements and pursuits of users through an analysis of the collected data from their previous interactions. And then assist those users in making decisions regarding appropriate options. In recent years, researchers have been able to get the great majority of the research efforts that have been done on recommendation systems123.

One of the most effective ways to filter through this information is to rely on the suggestions of other people who are faced with a large amount of data that the normal internet user encounters daily. Recommendations might have come in a variety of formats, including spoken words, letters of recommendation, reports from the news media, public surveys, travel guides, website evaluations, and so on. Over the last 15 years, several large electronic sites have included recommendation systems to facilitate this natural social process. The major goal of these systems is to help consumers find the most relevant and useful information among the vast amount of material accessible online, including but not limited to news articles, web pages, pictures, and more4.

## Recommendation System

A recommendation system is an electronic operator that helps consumers identify the most useful items or services based on the customers' past preferences or tastes. A well-designed recommender system would analyze the preferences that are either inferred or explicitly expressed by each consumer and will automatically offer a selection of items or services5. Delivering outcomes promptly is one of the advantages of a recommendation system. The parallel execution of algorithms can make it easier to generate output without sacrificing performance. These benefits are:

* Large volumes of data can be handled quickly, resulting in increased efficiency.
* A wide range of item types can be suggested.
* It is simple to convert an existing method to parallel processing6. Figure 1 shows three stages of the recommended system as given below.
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**Fig1.** Recommendation System.

There are two primary points of view when it comes to making recommendations: (a) content-based, in which users are recognized by attempting to identify their key characteristics; and (b) CF, in which one can take advantage of the fact that people who had common interests in the past might even agree on one‘s tastes in the future5.

## Collaborative Filtering

CF has emerged as one of the most important methods for developing tailored recommender systems because of its precision and scalability. The core function of CF is to deduce the preferences of users based on the activity data of both the users themselves and other users7. CF uses user ratings and comments to determine whether or not to display material to a certain user. There are two primary classes of recommendation strategies for recommending data: content-based recommendation and CF recommendation approaches. This layer processes data on the production logistics sent from the intelligent gateway layer, including data verification, filtering, fusion, categorization, analysis, and other processing activities. To accomplish the value-added use of mass production logistics data8. The most common approach to recommending is CF. There might be two main categories of CF, namely, those based on the items themselves and those based on the people who use them. Discovering a group of people who have similar interests to the current users is the goal of user-based CF. Item-based CF, which is focused on item similarity, is often estimated by analyzing user behavior. However, there are significant problems with cold starting and data sparsity. problems with informational "cold starts" and conventional methods' lack of detail. As more information is gathered from the internet, such as text, images, and tag data, which includes specialized demand data and detailed project information, this risk might be reduced. Using a person's past choices and the opinions of other individuals with similar tastes, a CF method might offer new items to the user or assess the items/usefulness hotels for the user. In a typical CF setup, there will be m user lists Uand n item lists. . The set of things on which each user u I have commented is designated by . An open rating, usually a numerical scale, is one way in which users might express their thoughts, but ratings can also be derived inferentially from user behavior such as purchasing behavior, time spent on site, and even connecting behavior. Note that if anyone writes that , then might be a collection of zero elements. For a key user, also referred to as the active agent, the goal of a CF process is to determine an item's probability, and this likelihood may take one of two forms9.

**Recommendation:** It provides a list of the top N hotels according to the user's overall satisfaction with each establishment . must include on the suggested list both things and hotels that the present consumer has not previously bought. In certain circles, it is also referred to as a Top-N recommendation method interface10.

**Prediction:** is a numeric number that reflects the anticipated possibility of the item for the active user , depending on the user's behavior. This value is expressed as a percentage, and it may range from 0 to 1. The information that was supplied by indicates that this forecasted number is somewhere within the same range of 1 to 59.

The CF procedure is shown in Figure 2. It begins with the inputting of data, which is followed by the setting of parameters according to the format of the neighbors in the third stage. In the third stage, it makes suggestions for the production of brand-new things.

Rate input data

Neighbors format

Generation Recommended

**Fig 2.** The CF process10.

Bi et. al., (2020)11 intended a recommendation system based on deep neural networks, whereby item average rating, user basic data, and use basic data are all employed, along with item basic data user ID. The algorithm's basic concept is built on using deep neural networks to construct a regression model that can anticipate users' evaluations. Four separate types of neural network layers are used to construct a user feature matrix and an item feature matrix, respectively, using the user data. After this Lai et. al., (2021)12 presented an innovative approach to rating prediction using a deep learning model with semantic components based on attention-based gated recurrent units (GRUs). User reviews are analyzed into individual words and utilize Latent Dirichlet Allocation and the attention weights of the selected words to produce the aspect-based attention semantic vectors from these reviews. Next, the aspect-based attention semantic vectors are used in conjunction with the XGBoost technique to predict user preference ratings. The experimental results confirm the effectiveness of the suggested strategy in raising prediction accuracy above and above that of conventional methods. In the same context, Chen et. al., (2021)13 intended a CF and recommendation system based on dynamic clustering and a double-layer network (DCCF-DN). When compared to other algorithms, DCCF-simulation DN's results show that it improves recommendation performance. However, these machine learning techniques have some limitations such as popularity bias, lack of transparency, limited data, and many more. Therefore, Tahira et. al., (2022)14 developed a recommender system that makes use of online customer evaluations within the context of the Internet of Things to match the characteristics of a product that are significant to the buyer. Experimental research will be carried out to investigate how the impact of the suggested algorithm changes with hedonistic and utilitarian items. This is because the influence of recommender systems is dependent on the nature of the product being recommended. Followed by Zhao (2022)15 combined the traditional CF recommendation system with a subsystem based on cluster analysis using a genetic algorithm. From various experiments, the response time of a classic CF recommendation system increases linearly with the number of consumers, while the response time of a genetic clustering-based CF recommendation system remains constant regardless of the size of the user base. As Hybrid recommendation systems combine multiple recommendation algorithms to provide more accurate and diverse recommendations therefore, Sharma et. al., (2022)16 predicted book suggestions using a hybrid system's prediction algorithm. CF and content-based filtering were used to evaluate the proposed system. Experiments reveal that the suggested hybrid filtering strategy is superior to both traditional CF and content-based filtering. But these hybrid systems have some drawbacks such as complexity, increase computational environment, and integration challenges therefore, these are not suitable for recommendation systems further to mitigate these issues Han et. al., (2022)17 revealed a multilayer fuzzy perception similarity algorithm (MFPS) to perceive and interpret user similarities, ultimately leading to an improvement in the suggestion quality in a way that is subjective. This is the first time that triangular fuzzy numbers have been used for RSs, and it was done in this work. In addition, a layered structure is developed to enhance a particular RS's capacity to subjectively perceive similarities across user qualities. The results of the studies described above demonstrated that MFPS stood out above other competitor baselines. Followed by Mohd Sabri and Nurul (2022)18 designed and tested a book suggestion using a method called item-based CF. The book suggestions were accurately forecasted by the recommendation system, which received an F-measure % that was acceptable at 80.38 %. The Precision, the Recall, and the F-measure were the metrics that were used in the assessment of the book suggestion prototype. Based on this first investigation, the book recommender has effectively suggested reading materials that have satisfactory performance, as measured by their F-measure value of 80.38 %. Fuzzy systems can be useful in recommendation systems as they allow for the handling of imprecise or uncertain information. But there are some drawbacks to using fuzzy systems in recommendation systems such as scalability, overfitting, and interpretability.

Current research in recommendation systems is focused on improving the accuracy and relevance of recommendations, as well as addressing issues related to data privacy, fairness, and transparency. Some of the latest trends in recommendation research include:

Multi-objective optimization: This approach involves optimizing recommendation systems for multiple objectives, such as accuracy, diversity, novelty, and serendipity.

* Explainability: Researchers are developing new methods to provide users with explanations for why they are being recommended certain items or products.
* Context-aware recommendation: This involves incorporating contextual information, such as location, time, and user behavior, into the recommendation process to provide more relevant and personalized recommendations.
* Hybrid recommendation: This approach combines multiple recommendation techniques to provide more accurate and diverse recommendations.

Despite the advancements in recommendation systems, there are still some limitations that need to be addressed. Some of these limitations include:

* Cold start problem: This refers to the difficulty of making recommendations for new users or items with limited data.
* Data sparsity: This is a common problem in recommendation systems where there is a large number of items and users, but only a small fraction of them have ratings or interactions.
* Algorithmic bias: This refers to the potential for recommendation algorithms to produce biased recommendations based on factors such as race, gender, or socioeconomic status.
* Privacy concerns: Recommendation systems typically require access to users' data, which raises concerns about data privacy and security.

In this analysis, a novel weighted recommendation system is created for better consumer decisions using CF. Machine learning models MNB, MLP, and LR are combined to form an ensemble model for product recommendation. The dataset that is used to train and test the proposed ensembled model is an open-source dataset and is easily available on the website of Kaggle. Section 1 provides an introduction related to the recommender system and CF, then displays the literature review that discusses the latest research that is performed on the recommender system section 2 displays the background study, section 3 depicts the problem formulation, section 4 discusses the objectives that are obtained after evaluating the previous work, section 5 discuss the methodology section, section 6 displays the results section and finally section 7 displays the conclusion and future scope of the research.

# Background Study

More people are interested in review-based recommender systems now than ever before due to the proliferation of social networking sites. The development of such systems is motivated by a desire to put to good use the insightful data included in users' written critiques. With the use of sentiment analysis, this study introduces a CF recommendation system. Sentiment analysis is used on a data set consisting of 7210 reviews of 221 novels culled from the Amazon website to achieve this end. To get user feedback, an ensemble of models is used. For ensemble modeling, an approach based on weighted vote classifiers is also used. Java Web Crawlers were used to get the necessary information from Amazon.com. Comments made by Amazon customers on individual book titles, such as Business Intelligence, were the only source of information. Sentiment analysis is done using several approaches, including text normalization and ensemble techniques. Users were more likely to suggest popular items and recommender system performance was improved when sentiment analysis of customer reviews was included. As a result of incorporating sentiment analysis into recommender systems, this research demonstrates significant gains in the effectiveness of the latter19.

# Problem Formulation

Customers with an Internet connection may shop for necessities whenever and wherever they choose. People prefer to buy books, for instance, from online retailers like Amazon. In addition, users have the option to provide written feedback on a product, which may ultimately influence the purchasing decisions of other consumers. It will be impossible to create relevant queries to retrieve meaningful data from such a massive volume of data if the substance of documents is unknown. Users need aid in comparing papers, categorizing them according to relevance, and uncovering patterns. Customers are often overburdened and make bad judgments because of the rapid increase and diversity of information accessible on the internet and the rapid creation of new e-commerce products (purchasing items, product comparison, various auctions, etc.). That's a bad thing since it cuts into profits.

# Research Objectives

* To study and evaluate previous studies on recommendation systems for consumer decisions.
* To create a novel recommendation technique by implementing a new formula for better consumer decisions by using CF.
* To prove the robustness of the proposed model by comparing it with another conventional model in terms of accuracy and other performance evaluation parameters.

# Research Methodology

The concept of designed architecture is examined in the context of research methodology. The term "research methodology" refers to the process through which authors outline the specifics of how they plan to conduct their studies, and the name "research methodology" itself refers to this process. It's a way of approaching a study problem that is reasonable and systematic. It is common practice for authors to provide a brief explanation of their technique to guarantee that their research produces accurate and trustworthy results and achieves the stated goals and objectives. The process considers, not just the data itself but also its origins, potential uses, and methods of acquisition. After it, ensembling models are used to ensemble the methodology, and then a recommendation system is modeled for better consumer decisions.

## Technique Used

In this section, a brief description of all the techniques which are taken into consideration is given below:

* **Ensemble Classifiers:**

The Ensemble Methods are used in the construction of the sentiment analysis model. The classification of comments is accomplished using an ensemble technique of modeling based on many classification methods. Meta-algorithmically, ensemble approaches combine the insights of many different intelligent models into a single prediction algorithm. The goal of most ensemble algorithms is to improve the overall performance of the algorithm by combining the efforts of several weak learners. Each ensemble approach has its unique focus, with bagging looking to reduce variance, boosting to reduce bias, and stacking to raise prediction accuracy. The ensemble technique relies on merging several classifiers to get better results than anyone classifier could achieve alone. Multiple models, including Multinominal Nave Bayes (MNB), Multi-layer Perceptron (MLP), and Logistic Regression (LR), are used in this study. Such algorithms are used in the predicting phase of supervised learning.

* **Multi-nomial Naïve Bayes**

For precise tallies, the MNB model is the only option. For text classification tasks, the MNB classifier is considered, where each document d is characterized by a characteristic vector (f1, f2, … fn) containing the integer number of the occurrence of each word in the document. To calculate the conditional probability P (d|) of document d gave class c in the MNB model, the formula is given below19:

(1)

A Naive Bayes classification may provide the following final equation for the most likely categories:

(2)

The next step is to calculate a probability score. As soon as a term meets the criteria of , it is added to the document's vocabulary. Therefore, to get , divide the total number of keywords in class by , where is the number of times the word appears in document from class . Then evaluate the likelihood of a document based on its classification as follows:

(3)

where v is an intersection of all possible word categories. From the training dataset, the possibility of in can be calculated as follows [19]:

(4)

* **Multi-Layer Perceptron**

If the hidden layers utilize a nonlinear activation function, such as the logistic function and the model incorporates estimated weights between the inputs and hidden layers, the model becomes nonlinear. A multilayer perceptron is a name given to the final model (MLP)20. In a typical MLP architecture, there are three layers: input, hidden, and output as shown in Figure 3. It is a kind of artificial neural network (ANN) known as an early MLP. The early MLP, like the perceptron, uses error corrective learning to set the weight of the connections between its layers, adjusting the weight as needed to minimize the difference between the predicted and actual output. Multi-layer error-correcting learning, however, is not possible21.
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**Fig3.** MLP22.

Because of this, the early MLP employs the usage of a random integer to decide the connected weight between the hidden layer and the input layer. On the other hand, error corrective learning is used to alter the connection weight that exists between the hidden layer and the output layer. MLP now has the capability, thanks to the BP method, to modify the connection weight on a layer-by-layer basis. If an MLP is constructed with only a single hidden layer, which is comprised of three neurons, The activation function of the network is the rectified linear unit function, which produces23:

(5)

Where f(x) is an activation function.

* **Logistic Regression**

The LR method is widely used for linear classification. It enables the formation of a multivariate regression by allowing a connection to arise between a variable that is independent and dependent variables. apply the binary logistic regression technique to investigate the P2P platform risk features. According to the findings, platform stability, profitability, risk management, liquidity, and transparency may all be used to estimate the likelihood that a platform would have issues24. LR is the framework of multivariate analysis that may be used to forecast the existence or absence of a function or consequences based on the values of several different predictor variables in a series. This can be helpful in several different contexts25.

(6)

Where p represents the probability, and β\_0 indicates the value of the intercept. With the assistance of a line of regression, the LR just splits the data into two distinct categories, as seen in Figure 425.
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**Fig 4**. Logistics Regression26.

## Proposed Methodology

The architecture of the proposed research work has been shown in Figure 5 and the work process of this methodology has been given in the below steps.
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**Fig 5.** Block Diagram of Proposed Methodology

**Step 1: Data Collection**

Data collection is the first step of this work. In this step, data is collected from the websites in terms of users (U1, U2, U3, … Un), products (P1, P2, P3, … Pn), and reviews of the users. The reviews which are taken into consideration are given for the same products by all the users or customers.

**Step 2: Pre-processing of the Data**

After collecting data, pre-processing of this data is done in this step. Pre-processing of the data is the most important step. In the methodology, pre-processing is done by using case folding, tokenization, and replacement of noisy data to enhance the performance of the methodology.

**Step 3: Concatenation of the Reviews and Products**

In this step 3, after pre-processing the data, the concatenation of the reviews and products is done. Products and the reviews of the products which are given by several users are linked to each other.

**Step 4: Calculate the Weight for both Product and Review**

After done concatenation of the product and reviews in the previous step, here weight is calculated for products and reviews of the user by using a newly created formula as given below:

(7)

Where,

= Denotes the total weight of the product (P) and review by users

= Review (R) of the Product given by the user ) where i = 1, 2, 3, … n

**Step 5: Calculate the Similarity of users’ reviews.**

In this step 5, the similarity of users’ reviews is calculated by using a formula as given below:

(8)

Where,

= Denotes the similarity of two consumers’ reviews on the same products

d = Dampening factor

**Step 6: Ensemble Model**

Ensemble models are applied to the data which is obtained in step 5 by calculating similarities of users’ reviews. Multi-nomial Naïve Bayes (MNB), Multi-Layer Perceptron (MLP), and Logistic Regression are employed for modeling with the help of a few classifier algorithms, which collaborate to assign labels to the feedback.

**Step 7: Recommendation of products**

This is the last step of the whole process. After completing all the processes products are recommended to the consumers as per their needs.

## Proposed Algorithm

ALGORITHM: CONSUMER DECISION USING COLLABORATIVE FILTERING
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**Phase – I:** Data Collection

1. Data collection should be accurate based on consumer reviews [Uj] based on each product [Pi].
2. Data contains each product's [Pi] review, available on every e-commerce website.

**Phase – II:** Data Pre-processing

1. The review for each product and its conciseness will be in Text format. So, it is a Text classification problem.
2. Each review will be cleaned with punctuation, escape sequence, stop words, emoji, unwanted spaces, and digits, then apply WordNet Lemmatization.
3. Each review's conciseness will be converted into a numerical value with either OneHotEncoding.
4. The rating will be visualized with a histogram plot.

**Phase – III:** Concatenated Review with Weight Calculation

1. Each product's threshold will be a minimum with three ratings.
2. Each product's review's conciseness will be considered the top two most frequent ratings.
3. The product will be concatenated with its topmost reviews.
4. To determine each product's review-dominancy, Term Frequency and Inverse Document Frequency (Tf-Idf) will be calculated to understand the context of the corpus, which can be calculated as:

*where,*

→ denotes the total Weight of the product (P*i*) per user's review.

→ Review (R) of the Product given by the user )

**Phase – IV:** Interlinked between more than two webpages

1. The maximum occurrence of n-gram tokens for each product's review will be considered a dominant specification.
2. For each product [Pi] minimum of three reviews ( will be extracted to find the occurrence of the most frequent tokens. The damping factor, d, is the likelihood that a user will click on a link, and (1-d) is for non-direct connections to any webpage.

***where***,

→ similarity of two consumers' product review

d = Dampening factor

1. The Page Ranking Algorithm is helpful since it ranks webpages by significance, but it is limited because it ranks at indexing time, not retrieval time, and if a webpage with no outlinks is detected, the user goes to a random bookmark.

**Phase – V:** Ensemble algorithms to find the best algorithm

1. Ensemble Methods build sentiment analysis models. Ensembles combine classifiers to improve outcomes. Multi-nomial Naïve Bayes (**MNB**), Multi-layer Perceptron (**MLP**), and Logistic Regression(**LR**) are used.
2. Provide classification report.

Calculate the best **A**ccuracy, **P**recision, **F**1 – **S**core, and **R**ecall for the best algorithm

**End**

# Results and Discussion

In this section, the result demonstrated that are generated based on the proposed methodology. Also, there is a brief explanation of the dataset that is used for the training and testing of the model. Finally, the proposed model is compared with another conventional model to investigate its efficiency of it.

* **Dataset**

The dataset that is used in the proposed methodology is known as Amazon Products Recommendation 2016-2017. It is an open-source dataset that is easily available on the website of Kaggle. It is a vast dataset that Amazon published in 2017 that can be used for computer vision applications such as instance segmentation, object identification, key point recognition, and semantic segmentation. It is a collection of 34661 reviews by the same number of consumers as reviews. In this data, these reviews given on various electronic devices which are sold by Amazon are given by the consumers. These devices are from two brands such as Amazon and Amazon digital services27.

Evaluating the performance of the recommender system is an essential step that must be taken to ensure that it can be expanded successfully. There are a few well-known measurements that might be used to analyze the precision or performance of recommender systems. These measurements include accuracy, precision, recall, error rate, and F-measure (to balance the two measures). These measurements can accurately represent the recommendation system's performance.

Precision is calculated by;

(9)

Where,

TP = True positive value,

FP = False Positive value.

Recall obtained by using.

(10)

Where,

FN = False Negative

The F1-score measured by using the formula is;

(11)

To calculate the accuracy of the model a formula is used which is given below;

(12)

The results which are calculated for the proposed methods are given in R1, R2, R3, R4, and R5 as shown below;

**R1: MNB**

This result presents the results of calculating the precision, recall, F1-measure, and accuracy of the proposed MNB for the products and reviews that are taken from the dataset. A graphical representation of this result is shown in Figure 6.



**Fig 6.** Graph of MNB Results

**R2: MLP**

The value of the precision, recall, f 1-measure, and accuracy are calculated for the proposed MLP in this result in the context of reviews and products. The graphical representation of this result is shown in Figure 7 as given below.



**Fig 7.** Graph of MLP results

**R3: LR**

In the context of reviews and products, the value of the precision, recall, f 1-measure, and accuracy are determined for the suggested LR in this result. The graphical representation of the obtained result is shown in Figure 8 which is presented below.



**Fig8.** Graph of LR results

**R4: Ensemble Classifiers**

This result is obtained for ensemble classifiers. MNB, MLP, and LR are combined in an ensemble model to obtain better results in comparison to the previous research. In the context of reviews and products, the value of the precision, recall, f1-measure, and accuracy are determined for the suggested MLP in this result. Figure 9 shows the results of the ensemble classifier graphically as shown below.



**Fig 9.** Graph of Ensemble Classifier results

**R5: Error rate of all techniques**

In this result, firstly the error rate of all techniques is calculated separately. Then, the error rate of the ensemble model (MNB+MLP+LR) is calculated to get a lower error than the previous work. The error rate of MNB, MLP, LR, and ensemble classifiers are 0.108, 0.153, 0.1097, and 0.087 respectively. Figure 10 shows the error rate of all classifiers in a graphical manner.



**Fig 10.** Graph of Error rate results for all techniques

These results were obtained by repeating the model for each classifier 3 times. It was revealed that the ensemble model with an accuracy rate of 95.2% had higher accuracy than the other algorithms for modeling.

# Comparison Results

In this section, the proposed model is compared with other conventional methods such as MNB, MLP, and LR. It is compared based on positive metrics parameters such as accuracy, precision, recall, f1-measure, and error rate. Figure 11 shows the comparison of the conventional technique with the proposed model based on precision, recall, f1-measure, and accuracy and it is seen the proposed model is higher among all the methods. Figure 12 shows the comparison of the conventional technique with the proposed model based on error rate and it is seen the proposed model is a lower error rate among all the methods.



**Fig 11.** Comparison of the proposed work's performance to that of similar current schemes in terms of Precision, Recall, F1-measure, and Accuracy



**Fig 12.** Comparison graph of Error rate among all techniques

# Conclusion and Future Work

This work focuses mainly on proposing novel and group trust models to enhance consumer decisions. In the work, CF is used to create a novel weighted recommendation system to better consumer decisions. Using CF, a unique weighted recommendation system has been developed in this study to improve consumer choice-making. The technique includes the creation of a formula to compute the weight of both the product and the review, as well as a calculation to assess the similarity between different consumers' reviews. In addition to that, a comparison of the outcomes is included in the study. According to the results the suggested model outperformed other traditional approaches in many different aspects, including accuracy (0.952), precision (0.908), recall (0.0897), F-measure (0.941), and error rate (0.087). In future work, combining multiple recommendation techniques, such as content-based and CF, with weighted collaborative filtering can improve the accuracy and diversity of recommendations.
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